community structure

In densely connected networks
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pervasive overlap




lllustration: Newman & Girvan. PRE 69, 026113 (2004)
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Hierarchy and community
structure were thought to be
two sides of the same story
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Clauset, Moore, Newman. Nature 453, 98 (2008)



chy and community
ture were thought to be
sides of the same story

=~ N A & ‘
" S ﬁr“»,.' bl - < {
N ' bﬁ«\\‘” »‘4\ .A;A\%"/‘m; ,_‘E
O\ Ty ‘\.‘ N N 5 :\‘ L ‘
‘(jg\:'a‘r\ 'ﬁ\ 1 R
(1 =

1
<z

Clauset, Moore, Newman. Nature 453, 98 (2008)



\K 7

) i
%9
O
(@)
O
Link clustering (without overlap) Overlapping communities

Even in the case when nodes belong to multiple
communities, their links can be well categorized.
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Building a (synthetic) benchmark
graph assumes a model. A specific
view of the community structure.
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clique view

A synthetic graph cannot be used to
compare methods with different
models of community structure.



Problem:

A synthetic graph cannot be used to
compare methods with different
models of community structure.

Solution:

Use metadata to test the detected
structure.
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metadata

network description N (k) community overlap

PPI (Y2H) PPI network of S. cerevisiae 1647 3.06 Set of each protein’s The number of
obtained by yeast two-hybrid known functions (GO GO terms
(Y2H) experiment [41] terms)?

PPI (AP/MS)  Affinity purification mass 1004 16.57 GO terms GO terms
spectrometry (AP/MS)
experiment

PPI (LC) Literature curated (LC) 1213 421 GO terms GO terms

PPI (all) Union of Y2H, AP/MS, and 2729 8.92 GO terms GO-terms
LC PPI networks

Metabolic Metabolic network 1042 16.81  Set of each metabolite’s The number of
(metabolites connected by pathway annotations KEGG pathway
reactions) of E. coli (KEGG)? annotations

Phone Social contacts between 885989 6.34 Each user’s most likely Call activity
mobile phone geographic location (number of phone
users [44, 45, 46] calls)

Actor Film actors that appear in the 67411 8.90 Set of plot keywords for Length of career
same movies during all of the actor’s films (year of first role)
2000-2009 [47]

US Congress  Congressmen who 390 38.95  Political ideology, from Seniority (number
co-sponsor bills during the the common space of congresses
108th US Congress [48, 49] score [50, 51] served)

Philosopher Philosophers and their 1219 9.80 Set of (wikipedia) Number of
philosophical influences, hyperlinks exiting in the wikipedia subject
from the English Wikipedia® philosopher’s page categories

Word Assoc.  English words that are often 5018 22.02  Set of each word’s senses, Number of senses
mentally associated [52] as documented by

WordNet?
Amazon.com Products that users 18142 5.09¢  Set of each product’s user ~ Number of

frequently buy together

tags (annotations)

product categories
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Composite performance
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But Sune, we often find good’ non-
overlapping communities in networks
that should possess pervasive overlap
according fo your argument.






hmm. could sampling cause networks
with pervasive overlap to appear non-
overlapping?



a simple model for pervasive overlap
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a simple model for pervasive overlap

pervasively overlapping network C
characterized by two degree VOGNS NSIWOIK \
distributions r,» and s A B
these determine the fraction of A 5 c

elements that belong to m
modules and fraction of modules
that contain n elements 3) (4 (8)

with averages

lu = Zm mrm

V= ), NSy

projection provides module and element networks respectively

Element network



faillure model
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faillure model

failures occurs on the
element network. before A B C
projection, elements fail with
probability (1 - p) and are
removed from the network

we say that modules fail
when fewer some critical fc of
the nodes in the module
remain

failed modules are removed
from the module network, but
their elements remain in the
element network




quantity of interest

The giant component in the p= 0.003 p = 0.006
element network disappears SRR A

when the network loses global c e { e e

connectivity. e }:(.,{ N

In the module network the RN Regalo

giant connected component NI

vanishes when the modules ~~ *°*°**° "'

become uncoupled (non- p = 0.008

overlapping)

We wish to determine S(p),
the fraction of remaining
nodes within the giant
component as a function of p,
for both the element and
module networks




with these things in place, we can sharpen
our question



could we end up in a situation where the element
network remains globally connected, but module
network has under gone a percolation transition?
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... a couple of pages of math

1 Element network

Consider a randomly chosen element A that belongs to a group of size n. Let P(k|n) be the
probability that A still belongs to a connected cluster of k nodes (including itself) in this
group after failures occur:

P = () ) pr 2)

The generating function for the number of other elements connected to A within this group
1s

ha(z) = 3 P(kln)2 " = (zp+ 1 - p)" . (3)

Averaging over module size:
1 o0
h(z) = 5 ;nsnhn(z) =agi(zp+1—p). (4)

The total number of elements that A is connected to, from all modules it belongs to, is then
generated by

Go(z) = fo(h(2)). (5)

Likewise, the total number of elements that a randomly chosen neighbor of A is connected
to is generated by

Gi(z) = fi(h(2)). (6)

Before determining S, we first identify the critical point p. where the giant component
emerges. This happens when the expected number of elements two steps away from a random
element exceeds the number one step away, or

0.Go(G1(2))|_, — 0.Go(2)]__, > 0. (7)

Substituting Eqgs. (5) and (6) gives f{(1)A'(1)[f{(1)A'(1) — 1] > 0 or f{(1)A'(1) > 1. Finally,
the condition for a giant component to exist, since h'(1) = pg}(1), is

pfiL)gi(1) > 1. (8)

For the uniform case, 7, = 0(m, p) and s,, = d(n, v), this gives p(p—1)(r—1) > 1. If u =3
and v = 3, then the transition occurs at p. = 1/4.

To find S, consider the probability u for element A to not belong to the giant component.
A is not a member of the giant component only if all of A’s neighbors are also not members,
so u satisfies the self-consistency condition u = G1(u). The size of the giant component is
then S =1— Gy(u).

2 Module network

Consider a random module C and then a random member element A. Let Q(¢|m) be the
probability that C is connected to ¢ modules, including itself, through element A, who was
originally connected to m modules including C:

m—1

Q) = (7 7Y a- )

where
1 - - n—1 — n—i
w=1 s Y (1) (10)
n=0 i=x
(Notice that ¢ = 1 when z(n) = [nf.] = 1 for all n.) The generating function j,, for the
number of modules that C is connected to, including itself, through A is

m

Jm(z) =D QUm)=""" = (zq1 + 1 = )" " (11)

/=1

Once again, averaging j,, over memberships gives

52 =% 3 mrnin() = fiem + 1= ). (12)

The total number of modules that C is connected to is not generated by go(j(2)) but by
Go(j(2)), where the g; are the generating functions for module size after elements fail:

0 0 z n—1
. n N > o NEnZ
go(z) = E 52", Gi(z) = =220 (13)

n=0 Zn:O n‘gn

The probability S, to have k& member elements remaining in a module after percolation is

given by
5 — 2 (WA —p)"s,
> X () PH (1= p) ¥,
The denominator is necessary for normalization since we cannot observe modules with fewer
than [nf.] members. Notice that §,, = s, when s, = 0(n,v) and [nf.] =n =wv.

Finally, the total number of modules connected to C through any member elements is
generated by Fy(z) = go(j(z)) and the total number of modules connected to a random
neighbor of C is generated by Fi(z) = g1(j(2)). As before, the module network has a giant
component when 0, Fy(F1(2))|.=1 — 0:Fo(2)|.=1 > 0 and S = 1 — Fy(u) = 1 — go(j(u)), where
u satisfies u = Fy(u) = §1(j(u)).

For the uniform case with = 3, v = 3, and f. > 2/3, the critical point for the module
network is p. = 1/2, a considerably higher threshold than for the element network (p. = 1/4).
In Fig. 2 we show S for 4 = 3 and v = 6. The “robustness gap” between the element and
module networks widens as the module failure cutoff increases, covering a significant range
of p for the larger values of f..

(14)
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scale free networks

It is known that
scale-free
networks are
robust to random
failures when 2 < A
< 3 (meaning that

pc — 0).

(This result
requires max value
of distribution, K,
to be large.)

Error and attack tolerance
of complex networks

Réka Albert, Hawoong Jeong & Albert-Laszlo Barabasi

Department of Physics, 225 Nieuwland Science Hall, University of Notre Dame,
Notre Dame, Indiana 46556, USA

Many complex systems display a surprising degree of tolerance
against errors. For example, relatively simple organisms grow,
persist and reproduce despite drastic pharmaceutical or
environmental interventions, an error tolerance attributed to
the robustness of the underlying metabolic network'. Complex
communication networks’ display a surprising degree of robust-
ness: although key components regularly malfunction, local fail-
ures rarely lead to the loss of the global information-carrying
ability of the network. The stability of these and other complex
systems is often attributed to the redundant wiring of the func-
tional web defined by the systems’ components. Here we demon-
strate that error tolerance is not shared by all redundant systems:
it is displayed only by a class of inhomogeneously wired networks,

an Magazines Ltd NATURE VOL 40627 JULY 2000 | www.nature.com




scale free networks

Here we take rm = 0(m, |)
as before, but now sp ~ n™,

with A > 2

As we lower A
(increasing K), the
elements become more
robust (as expected), but
the module network
becomes less robust.

0 005 01 015 0.2 0.25 0.3

p
For modular networks, it may not be feasible to build extremely large
modules. Interestingly, enforcing on sn a maximum module size cutoff
N = max{n | s» > 0} only improves element robustness.

Figure 3: Robustness of scale-free networks. Here r,, = 6(m,3), s, ~ n™*, f. = 1/2
and N = max{n | s, > 0}. Increasing N and decreasing \. measures known to improve
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