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Hamiltonians of one-dimensional, disordered single-particle systems with long-range hopping
terms can naturally be modeled by power-law banded random matrices. In this picture, the phase
diagram of the power-law banded random matrix ensemble show ergodic, weakly ergodic, multifrac-
tal, and localized phases. Motivated by recent developments on ergodicity breaking and localization
in interacting quantum many-body systems, we explore many-body interpretations of the power-
law banded random matrix ensemble. We discuss a number of ways to label the basis vectors with
many-body configurations, and compare the physical properties of the resulting Hamiltonians. We
characterize the scaling of the many-body eigenstate entanglement entropy with system size for the
different labeling schemes and in each of the phases. Using a scaling analysis on the full sets of
eigenstates, we subsequently provide a quantitative picture of the boundary between the different
types of scaling behavior that we observe for the spectral-bulk and spectral-edge eigenstates.

I. INTRODUCTION

Disordered quantum many-body systems provide an
active topic of research [1], in recent years in particular
in the context of (the stability of) many-body localiza-
tion [2, 3] and quantum computation [4-6]. Much of our
understanding of disordered quantum systems is rooted
in the theory of random matrices [7-9]. Random ma-
trix models can provide simplified phenomenological de-
scriptions of complicated disordered quantum systems,
without loosing the main physical features. In addition,
random matrix ideas are central to our current under-
standing of thermalization of isolated quantum systems
and quantum many-body chaos, with or without disor-
der [10-20].

The most prominent random matrix ensembles used
to model quantum Hamiltonians are the Gaussian or-
thogonal (GOE) and unitary (GUE) ensembles, for which
the matrix elements are identically distributed. In many
physical situations, remote basis states are on average
less strongly coupled than nearby basis states. Examples
of random matrix models which incorporate this idea or
its variants, studied recently in the context of ergodic-
ity breaking, include the Rosenzweig-Porter model [21-
27] and recently proposed variations thereof [28-37], ul-
trametric random matrix models [38-46], and power-law
banded random matrix models [39, 40, 42, 44, 47-56].
The last is the focus of the present work.

Power-law banded random matrices have uncorrelated
(up to Hermiticity) normally distributed elements with
mean zero and a variance that decays in a power-law
fashion as a function of the distance from the main diag-
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onal [44, 47, 49, 51]. Determined by the power law ex-
ponent, the eigenvectors can either be (fully or weakly)
ergodic, multifractal, or localized. Interpreting power-
law banded random matrices as Hamiltonians of one-
dimensional single-particle quantum systems has proven
to be a meaningful exercise in studying Anderson local-
ization [50, 52, 57-59]. Recently, generalized forms of
power-law banded random matrices gained interest in
studying ergodicity breaking in non-Hermitian [60-62]
and periodically driven [63] systems.

Motivated by recent theoretical, computational, and
experimental developments on ergodicity breaking and
localization in interacting quantum many-body systems,
in this work we explore many-body interpretations of the
power-law banded random matrix ensemble. The usual
random-matrix description of many-body Hamiltonians
with matrix classes GOE or GUE has the shortcoming
that the eigenvectors of such random matrices have sim-
ilar properties in the spectral bulk and at the spectral
edges. In contrast, for physical many-body Hamiltonians,
the low-energy eigenstates have markedly different entan-
glement properties compared to the eigenstates in the
spectral bulk [64]. Power-law banded random matrices
reflect this distinction between edge and bulk eigenstates,
as noted in Ref. [56]. Thus, the power-law banded ran-
dom matrix ensemble provide an improved model of the
structure of chaotic many-body Hamiltonians. In addi-
tion, many-body interpretations of the power-law banded
random matrix ensemble are of potential interest in stud-
ies of localization (or the lack thereof) in disordered in-
teracting quantum many-body systems [65].

When interpreting GOE or GUE matrices as physical
Hamiltonians, the basis labels can be assigned arbitrar-
ily to the physical basis states, since these matrices have
no structure. For interpreting structured random ma-
trices as Hamiltonians of quantum many-body systems,
assigning a physical interpretation to the basis vectors is
a trickier issue. Omne wants to do this in such a way
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that the resulting Hamiltonian resembles or models a
system with only few-body, short-range interactions. In
Refs. [56, 65], each basis vector is assigned a (different)
many-body product state, where the index is obtained
by interpreting it as a binary number of L bits, where L
is the number of lattice sites.

In the present work, we provide a more systematic
study of interpreting power-law banded random matri-
ces as Hamiltonians of quantum many-body systems. Af-
ter a brief review of power-law banded random matrices
(Sec. II), we first identify three different ways to label
basis vectors with many-body configurations (Sec. III).
We quantify the quality of the labeling schemes, and ar-
gue one of our labeling schemes to improve on the one
proposed previously. We discuss how to resolve an is-
sue regarding the homogeneity of the resulting Hamil-
tonians using what we will refer to as “site randomiza-
tion”. Second (Sec. IV), we investigate physical proper-
ties of the resulting Hamiltonians. We study the scaling
of the eigenstate entanglement entropy with system size
in the different phases of the model. By studying the
finite-size effects (Sec. V), we estimate the value of the
power-law exponent separating area-law from volume-law
scaling, which we find to be different for eigenstates at
the bulk and the edge of the energy spectra. Addition-
ally (Sec. VI), using a scaling analysis on the full sets
of eigenstates, we provide a quantitative picture of the
boundary between the different types of scaling behav-
ior for spectral-bulk and edge eigenstates. We conclude
(Sec. VII) with a brief summary and some open questions
left for future investigations.

II. POWER-LAW BANDED RANDOM
MATRICES

Various related definitions of the power-law banded
random matrix ensemble are in use in the literature [52].
Matrices H sampled from such an ensemble are typically
element-wise defined as

Hij = Gijalli = j]), (1)

where G;; = Gj; are independent and identically dis-
tributed random numbers, representing the Gaussian or-
thogonal (GOE) random matrix ensemble. The GOE
consists of real-valued symmetric matrices with entries
sampled independently from the Gaussian distribution
with mean p = 0 and off-diagonal (diagonal) components
with variance 02 = 1/2 (6% = 1) [7]. Next, the function
a(r) decays as a power law for r > 1, with a tunable
coefficient a > 0. Here, we take

1
a(lr) = ——— 2
() =17 OEE (2)
with the so-called bandwidth S set to unity (8 = 1).
This definition has been part of investigations previ-
ously in Ref. [56], involving some of the present authors.
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FIG. 1. The phase diagram of the power-law banded random
matrix ensemble, showing the phases of mid-spectrum eigen-
states as a function of the power-law exponent . See the
main text for details.

Other often used definitions can be found, for example,
in Refs. [44, 47, 49).

In the single-particle interpretation, the parameter «
allows one to tune the eigenstates in the bulk (middle) of
the spectrum in a fully ergodic (o < 1/2) [43], weakly
ergodic (1/2 < o < 1) [44], or (power-law) localized
(a > 1) phase [47]. In the fully ergodic phase, the prop-
erties of the model are statistically the same as those
of the GOE. This means that for an eigenstate |¢)), the
inverse participation ratio Y, [(n[t)|* with the summa-
tion running over all basis states [n) (n =1,2,...,N) is
asymptotically given by 3/N. The weakly ergodic phase
is characterized by bulk eigenstates occupying only a fi-
nite fraction of the Hilbert space [44, 66]. Here, the in-
verse participation ratio of the eigenstates is asymptoti-
cally given by ¢/N for some ¢ > 3 depending on a. The
fractal dimensions D, (¢ > 1) of an eigenstate |¢) are
defined through the scaling

D Hnly) Pt ~ N7PalamL, 3)

n

The ergodic and weakly ergodic phases are characterized
by eigenstates with unit fractal dimensions (D, = 1). At
the critical point a = 1, the eigenstates in the bulk of the
spectrum are multifractal (0 < Dy < 1 is a g-dependent
function), and level statistics are intermediate between
Poisson and Wigner-Dyson. In the localized phase, the
eigenstates have fractal dimension zero for positive inte-
gers ¢, meaning that the inverse participation ratio does
not scale with N and the eigenstates only occupy a mea-
sure zero of the full Hilbert space. Fig. 1 provides a
graphical summary of the phase diagram discussed here.

The phenomenology of power-law banded random ma-
trices can be understood from resonance counting [67, 68]
and the Breit-Wigner approximation (see, for example,
Refs. [27, 69]). First, from the resonance counting ar-
guments, it follows that localization perturbation theory
converges if the number N, of resonances, defined as
|Hpnn| > |Hpn — Himm|, does not grow with the size N of
the matrix [29, 31, 54]. To calculate N5, one should sum
the probabilities of the other nodes m # n to be in res-
onance with node n. For identically, independently uni-
formly distributed diagonal elements |H;| < W/2, one
obtains

N w
Nres = Z /WP(Hmn)|Hmn|den (4)
m=1""

m#n



In the case of normal distribution of H;; the above expres-
sion is the same in the leading order up to an unimpor-
tant prefactor. For power-law banded random matrices
the above integral gives ffVW P(Hpp)|Hn|dHpy ~ R~

and leads to Nyes =~ Zgzl R™ ~ N'=* 4+ O(1), which
converges for a > 1. Therefore, for a« > 1 one expects
localized eigenstates.

Second, the Breit-Wigner approximation is based on
Fermi’s golden rule where the level broadening

N
Fn(E) = ?V(E) Z |Hmn|2, (5)

with the normalized density of states v(F), enters the
wave-function estimate as

AT, (E)

|¢E(n)|2 = (E — Hpp )2 + 1o (E)2

(6)

with a certain normalization prefactor A [27, 69]. As
soon as I'(E) = (I'n(E)) > (HZ,) for all the ener-
gies F/, all the wave-function coefficients are of the same
order and, therefore, all the states should be ergodic.
For power-law banded random matrices, one obtains
[, (E) ~ SN R72 ~ N'-2¢ £ O(1). This diverges
at a < 1/2 for all the energies. Therefore, for a < 1/2,
one expect all the eigenstates to be ergodic (statistically
equivalent to those of the GOE). Together, these two
lines of arguments predict the phase diagram shown in
Fig. 1.

Regarding the intermediate region 1/2 < a < 1 in-
between the ergodic (v < 1/2) and localized (o > 1)
phases, it has been established that mid-spectrum eigen-
states are weakly ergodic, as pointed out above [44, 47].
More recent numerical results suggests that the spectral
edge eigenstates behave differently [56, 65]. This differ-
ence between edge and bulk eigenstates is a strong reason
for considering power-law banded random matrices to be
an improved model for many-body Hamiltonians, as com-
pared to non-banded matrices (GOE or GUE) which do
not show such a difference. In this paper we will explore
the difference between spectral bulk and edge eigenstates
in detail.

III. BASIS STATE LABELING

We aim to interpret the power-law banded random ma-
trix ensemble as Hamiltonians of quantum many-body
systems. This can be accomplished by associating each
basis vector with a (different) many-body configuration.
We will focus on spin-1/2 chains in this work. For sim-
plicity, we restrict to systems without any conservation
laws. The Hamiltonian of an L-site system is then mod-
eled as a random matrix of dimension N = 2%. Assigning
many-body configurations to basis vectors can be done
in various ways. Here, we first propose three different la-
beling schemes, which we refer to as “random”, “binary”,

and “Gray code”. The binary labeling scheme has been
considered before in Refs. [56, 65]. We propose a way
to quantify the quality of a labeling scheme, and find
the Gray code scheme to be of higher quality than the
binary one. We find the (ensemble-averaged) Hamiltoni-
ans for the binary and Gray code labeling schemes to be
non-homogeneous, meaning that the physical properties
are dependent on the site index. We next discuss how
to correct for this through what we will refer to as “site
randomization”.

The issue of labeling scheme is significant when us-
ing banded random matrices as a model for many-body
Hamiltonians. This is in contrast to the case of using
random matrix models characterized by identically dis-
tributed off-diagonal elements (e.g., GOE or GUE). In
the latter (more conventional) case, any labeling scheme
would lead to the same Hamiltonian on average.

A. Labeling schemes

We represent many-body configurations ¢; (for exam-
ple, ¢; = 001111) with ¢ ranging over integers from one to
N by L binary digits, where the j-th digit is zero (one)
if the j-th spin is in the down (up) state. In power-law
banded random matrices, the matrix elements between
configurations with neighboring labels have larger mag-
nitude on average. Since physical Hamiltonians contain
few-body operators, we thus want neighboring configu-
rations to differ from each other by as few spin flips as
possible.

In what follows, we quantify the quality of a given
labeling scheme by the “badness”

, V-1
B=5— ; da(¢i, civ1). (7)

Here, da(c;, ¢;) represents the Hamming distance between
the many-body configurations ¢; and ¢;, i.e., the the min-
imum number of spin flips connecting the two configura-
tions. Here the subscript 2 indicates that the numbers
are represented in binary digits. The badness penalizes
for successive many-body configurations ¢; and ¢;41 to
be separated by a large number of spin flips.

Arguably the most straightforward way to assign dif-
ferent many-body configurations to basis states is by do-
ing this randomly. Such a labeling scheme can be imple-
mented by randomly ordering all many-body configura-
tions, and assigning each to a basis state. Interactions
in the many-body picture of the random labeling scheme
are non-local and tend to involve many spins.

In the thermodynamic limit L > 1, the set of all possi-
ble many-body configurations is dominated by configura-
tions with (close to) L/2 up-spins. The average Hamming
distance between two randomly selected basis states ap-
proaches then L/2, since one (on average) needs to flip
L/4 spins from down to up, and L/4 spins from up to
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FIG. 2. The badness (7) as a function of the system size L
for each of the labeling methods. For the random labeling
scheme, the sample-to-sample variance is smaller than the
marker size.

down. For the random labeling scheme, one thus has
that B(L) = L/2 for large L (Figure 2).

A lower badness can be achieved by adapting a labeling
scheme that prefers the configurations ¢; and ¢;41 to be
separated by a smaller number of spin flips. This can be
accomplished by taking ¢; to be the binary representation
of i—1. We refer to this as the “binary” labeling scheme;
this was used in Ref. [56, 65]. For L = 3, as an example,
the labels are

c1 =000
cs = 100

ce = 001
ce = 101

c3 =010
cy =110

ey =011
cg = 111.

We find numerically (and it can be argued combinatori-
ally) that the badness approaches B(L) = 2 for L > 1
for the binary labeling scheme (Figure 2). This is signifi-
cantly lower than the scaling B(L) ~ L/2 for the random
labeling scheme.

The Gray code provides an ordering of the binary num-
bers such that successive numbers differ by only a single
element [70, 71]. We refer to the corresponding label-
ing scheme as the “Gray code” labeling scheme, which is
characterized by the lowest possible badness B(L) = 1.
The configuration ¢, in the binary labeling scheme can
be converted to the corresponding configuration in the
Gray code labeling scheme by taking all up to the first
nonzero digit identical. The subsequent digits are equal
to 1 if the corresponding and previous digit in the bi-
nary representation are different (i.e., 0 and 1), and 0
otherwise. Taking L. = 3 again as an example, one finds

c1 = 000
cs =110

Cy = 001
cg = 111

5 = 011
cr = 101

cq =010
Ccg — 100.

We note that there is no unique labeling scheme with the
lowest possible badness. One can understand this, for
example, by observing that the badness does not change
when changing the ordering of the digits. Fig. 2 shows the
badness as a function of the system size for the random,

binary, and Gray code labeling methods. Clearly, the
asymptotic scaling is well-approximated already at small
system sizes.

The badness (7) used to quantify the quality of a cho-
sen basis state labeling scheme is rather simple. In prin-
ciple, it is possible to define more sophisticated probes
that are sensitive to other features one might wish a la-
beling scheme to have. For example, one might want
to penalize successive configurations for having pairs of
spin flips which are far from each other, and one might
want to consider pairs of configurations with labels dif-
fering by more than one. For the purposes of the present
discussion, the badness as defined in Eq. (7) is sufficient.

B. Site randomization

Despite having a low badness, the binary and Gray
code labeling schemes do not lead to physically natural
Hamiltonians. For the binary labeling scheme, changing
the n-th digit (counted from the right and starting at
zero) from zero to one in the binary representation in-
creases the index that is represented by 2". For Hamilto-
nians given by power-law banded random matrices, such
a hierarchy between basis states means that interactions
between spins are weaker for sites on the left than for
sites on the right. Aiming to illustrate the physical con-
sequences, we here numerically study the entanglement
entropy of mid-spectrum eigenstates for the binary label-
ing scheme at the transition point between the weakly
ergodic and localized phase (aw = 1). The entanglement
entropy of fully ergodic (structureless) eigenstates for a
decomposition in subsystems A (size L,) and B (size
Lp) is well-approximated by the Page value [72, 73]

2min(LA,LB)

Spage = 11’1(2) min(LA, LB) — m . (8)

Here, subsystems A and B cover the leftmost L4 and
rightmost Lp = L — L 4 sites, respectively. Fig. 3 shows
the ensemble-averaged eigenstate entanglement entropy
Sent of mid-spectrum eigenstates as a function of the sub-
system fraction L/L 4 for various total system sizes, to-
gether with reference values (8).

For La/L = 1, the eigenstate entanglement entropy
is close to the Page value (dotted line). The entropy is
much smaller than the Page value for L4/L ~ 0. In
order to understand this asymmetry, we start by noting
that multifractal eigenstates essentially have overlap only
with a vanishing fraction of the basis states [15]. Due
to this, such basis states tend to have the same binary
digits near the left edge (covering subsystem A), while
they tend to have different binary digits near the right
edge (covering subsystem B). When the cut between the
subsystems is near the left edge (L4 is small), measure-
ments of the state of the left subsystem typically give the
same result, while measurements of the state of the right
subsystem typically gives different results. This leads to
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FIG. 3. The ensemble-averaged eigenstate entanglement en-
tropy for mid-spectrum eigenstates for power-law banded ran-
dom matrices with & = 1 computed using the binary labeling
scheme (no site randomization). The spin chain is decom-
posed in subsystems A and B consisting of the first L4 and
last L = L — L 4 sites, respectively. The inset illustrates the
decomposition for L4 = 3 and Lp = 5. The dotted lines give
the Page values (8) for the system sizes and decompositions
under consideration.

non-symmetric curves when plotting the eigenstate en-
tanglement entropy as a function of L4 or L4/L.

In what follows, we randomize the L real-space site
indices, corresponding to the binary digits of the many-
body configurations, in order to avoid the (ensemble-
averaged) Hamiltonians to be non-homogeneous. We re-
fer to this procedure as “site randomization”. For the
ensemble-averaged results shown below, both the Hamil-
tonian and the site ordering have been sampled indepen-
dently for each realization.

IV. ENTANGLEMENT OF EIGENSTATES

We now analyze the many-body interpretations of the
power-law banded random matrix ensemble introduced
above. Our focus is on the ensemble-averaged eigenstate
entanglement entropy for a bipartition of the system in
left and right halves of equal size (Ly = Lg = L/2).
Fig. 4 illustrates its dependence on the power-law expo-
nent «, the basis state labeling scheme, the system size,
and the location on the energy spectrum. It shows the
rainbow-like structure, mentioned in [56] with larger en-
tanglement in the bulk and smaller at the spectral edges.

Regarding the eigenstates associated with eigenvalues
in the bulk (middle part) of the spectrum, we can make a
number of observations: (i) in the weakly ergodic phase
(upper panels), Sent gets closer to Spage With increasing
system size; (ii) in the localized phase (lower panels) Sent
deviates away from Spage with increasing system size; (iii)
in both the weakly ergodic and localized phases, adapting
the random labeling scheme (left panels) leads to values
of Sent, closer to Spage than adapting the Gray code label-
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FIG. 4. The difference between the ensemble-averaged eigen-
state entanglement entropy and the Page value as a function
of the eigenstate index n (starting from n = 1 and ordered
by increasing energy), scaled by dim(H) for the random and
Gray code labeling schemes at « = 0.75 and o = 1.25. The
arrows indicate the direction of flow with increasing system
size. Note the vastly different scales on the vertical axes for
the upper and lower panels.

ing scheme (right panels). Regarding the eigenstates as-
sociated with eigenvalues near the edges of the spectrum,
we observe that Sen¢ strongly deviates from Spage in both
the weakly ergodic and the localized phases. Thus, in the
next two subsections we focus separately on the spectral
bulk and edge states.

A. Spectral bulk eigenstates

Fig. 5 shows the entanglement entropy and the differ-
ence from the Page value for mid-spectrum eigenstates
as a function of « for the random and Gray code labeling
schemes at several system sizes. For a < 1, we observe
volume-law (Sent ~ L) scaling for both labeling schemes.
In fact, the data suggests that Sent = Spage in the ther-
modynamic limit. For o 2 1, we observe area-law scal-
ing (Sent ~ L°), again for both labeling schemes. The
random labeling scheme appears to be more sensitive to
finite-size effects. The difference Spage — Sent shows an
approximate crossing for different system sizes at a =~ 1,
again for both labeling schemes. In Sec. V, we study this
crossing, which marks the transition between volume-law
scaling and area-law scaling, quantitatively.
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FIG. 5. The ensemble-averaged eigenstate entanglement en-
tropy (upper panels) and the difference with the Page value
(lower panels) for mid-spectrum eigenstates as a function of a.
The left and right panels show data for the random and Gray
code labeling scheme, respectively. The horizontal dashed
lines give the Page values for the system sizes under consider-
ation. The vertical dotted lines mark o = 1. Here, the eigen-
states with indices n (starting from n = 1 and ordered by in-
creasing energy) ranging from dim(H)/2—10 to dim(H)/2+10
are analyzed.

B. Spectral edge eigenstates

Fig. 6 shows the same plots as discussed above, but
now for the spectral-edge eigenstates. The crossing sep-
arating regimes with volume-law and area-law scaling of
Sent 18 now located at a &~ 1/2. (In contrast to o =~ 1
seen in Fig. 5 for the bulk eigenstates.) In the follow-
ing sections, we study the transition points, as well as
how the transition point moves across the spectrum as a
function of a.

V. FINITE-SIZE DEPENDENCE

In Figures 5 and 6, we saw crossings near a ~ 1 and
near « &~ 1/2 for the bulk and edge eigenstates, respec-
tively. In this section, we present a finite size scaling
analysis to determine the value o of the power-law expo-
nent « at which the scaling of the entanglement entropy
changes from volume-law to area-law in the thermody-
namic limit. Based on the theory discussed above, and
on the data in Figs. 5 and 6, we expect oy = 1 for the
bulk and ap = 1/2 for the spectral-edge eigenstates.

The quantity ag can be estimated from the numerical
data through various finite-size scaling procedures. We
have performed several scaling analyses, leading to con-
sistent results. Here we present one such analysis. We
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FIG. 6. Similar as Fig. 5, but now for the eigenstates cor-
responding to the eigenvalues with the highest and lowest
energies (that is, the ground state and the antiground state).
Here, the vertical dotted lines mark a = 1/2.

quantify the value o as the point where

Sent = SPage ) (9)

after ensemble-averaging, for some reasonable value of
~v. We will investigate this for several values of v > 0.
Figs. 5 and 6 show that this point can be found for all
system sizes roughly over the range v € [0.05,0.5]. Em-
pirically, we find that plotting the corresponding values
as a function of 1/L? allows for an extrapolation towards
the thermodynamic limit in all settings that we consider.

Fig. 7 shows the values of « at which condition (9)
holds as a function of 1/L? for both the spectral bulk (left
panels) and edge (right panels) eigenstates for v = 0.05
(top panels) and v = 0.5 (middle panels). The connect-
ing lines are least-square fits of the second-order polyno-
mial

a=ap+ay(1/L?) + ay(1/L?)? (10)

with (least-squares) fitting parameters ag, a1, and as.
We observe that these fitted lines connect all data points
reasonably well, although the fitting quality is better for
the bulk than for the edge. We focus on generic values of
v € [0.05,0.5] in the bottom panels, which show the esti-
mated transition point ag as a function of v together with
their uncertainty (95% confidence interval of the fit (10)).
The estimates of aq for the binary and Gray code label-
ing schemes are near their expected values over the full
range. We observe a significant deviation for the random
labeling scheme. Importantly, this means that the en-
tanglement properties of the power-law banded random
matrix ensemble interpreted as Hamiltonians of quantum
many-body systems depend on the choice of the labeling
scheme. For small values of 7, the condition is met for
values of a below the crossing, leading to a flow towards
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FIG. 7. The values of a for which Spage — Sent = 7 as a
function of 1/L? (after ensemble-averaging). The squares,
circles, and triangles denote data for the random, binary, and
Gray code labeling scheme, respectively. The spectral bulk
(left column) and edge (right column) eigenstates are the same
as the ones considered in Figs. 5 and 6, respectively. The solid
lines give least-square fits of the form (10). The lower panels
show the extrapolated value ap for L — oo as a function of
~. The shaded regions in the lower panels indicate the 95%
confidence interval of the fit (10).

larger values with increasing system size. The opposite
occurs for large values of ~.

VI. BOUNDARY BETWEEN BULK AND EDGE

A natural follow-up question is how the transitions at
a =~ 1/2 for the edge and « ~ 1 for the bulk eigenstates
are related to each other. In the regime o € (1/2,1), the
bulk eigenstates show volume law entanglement, while
the edge eigenstates show area-law entanglement. The
bulk eigenstates form a measure one fraction of all eigen-
states, while the number of edge eigenstates is subex-
tensive. We thus expect that normalizing the eigenstate
index n by [dim(H)]’, where § is a nontrivial exponent,
should show a crossing at Spage — Sent-

In Fig. 8, we find surprisingly good results for § = «,
where we adapt the Gray code labeling scheme. Remark-
ably, for fixed o within the weakly ergodic phase (that is,
a € (1/2,1)), we see the curves for the different system
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FIG. 8. The difference between the ensemble-averaged eigen-
state entanglement entropy and the Page value for the Gray
code labeling scheme as a function of the eigenstate index
n (starting from n = 1 and ordered by increasing energy),
scaled by dim(H)®.

sizes to cross at fixed n/ dim(H)® = 0.2. Below (above)
this point, we see a decreasing (increasing) value of the
eigenstate entanglement entropy with increasing system
size. The nontrivial exponent § is thus (at least approx-
imately) given by 0 = «. At present we are not aware of
an analytic derivation of this result.

Fig. 9 elaborates further on this by showing the
ensemble-averaged eigenstate entanglement entropy for
the eigenstates with the lowest and highest 0.2N® en-
ergies as a function of a for several system sizes. The
quantity Spage — Sent (left panel) shows a crossing at
a = 0.5, while Sent/Spage (right panel) shows a cross-
ing at & ~ 1. This implies that the ~ 0.2N“ states at
the spectral edges have O(1) deviation from Spage for
1/2 < a < 1, but the majority of these states still have
volume-law scaling.

Note that, contrary to what one might naively expect
from Fig. 6, the finite deviation of Seny from Spage at
a — 1/2 + 0T happens not for a finite number (~ N?)
of spectral edge eigenstates, but for a number ~ N1/2
of eigenstates that grows with N. This behavior can
be understood via the fact that the transition from the
weakly to the fully ergodic phase at o« = 1/2 happens in
terms of the entanglement deviation from the Page value
going to zero, but not in terms of the shrinking number
of area-law spectral edge eigenstates going to zero. This
type of the transition is similar to the quantum Zeno one
where the fractal dimension, the analogue of our critical
exponent d, does not undergo any transition, while the
prefactor (the analogue of our Spage — Sent) develops a
jump at the transition from a finite to zero value [74].
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FIG. 9. The difference between the ensemble-averaged eigen-
state entanglement entropy and the Page value (left panel),
and the ensemble-averaged eigenstate entanglement entropy
divided by the Page value as a function (right panel) of « for
the Gray code labeling scheme. Here, the eigenstates with
the highest and lowest [0.2N®] energies are analyzed. The
vertical dotted lines mark o = 1/2 and o = 1.

VII. CONCLUSIONS AND OUTLOOK

In this work we explored interpretations of the power-
law banded random matrix ensemble as Hamiltonians
of one-dimensional quantum many-body systems, either
disordered or chaotic. This was motivated by the obser-
vation that this class of random matrices, in the weakly
ergodic region, displays the distinction between edge and
bulk eigenstates that is typical of many-body quantum
systems, namely, the edge eigenstates have area-law en-
tanglement and the bulk eigenstates have volume-law en-
tanglement. In addition, we expect this work to be of
interest for studies on ergodicity breaking in disordered
interacting quantum many-body systems.

We proposed and compared three different ways to as-
sign many-body product basis states to the basis vectors
of the random matrices. We argued our Gray code la-
beling scheme to improve on the previously proposed bi-
nary labeling scheme, and pointed out the need to apply

what we referred to as “site randomization”. We nu-
merically studied the physical properties of the resulting
Hamiltonians. We investigated the dependence of the bi-
partite eigenstate entanglement entropy in each of the
phases, and for all the labeling schemes. We found dif-
ferent transition points between area-law and volume-law
scaling for the eigenstates associated with the bulk and
the edge of the energy spectra. Finally, we empirically
found a finite-size scaling that describes the boundary
between area-law and volume-law entangled eigenstates
as a function of the power-law exponent.

We close with a number of suggestions for further in-
vestigations. Quantum many-body systems are typically
characterized by interactions that are (spatially) local
in nature. A significant improvement in interpreting
random matrix ensemble as Hamiltonians of disordered
quantum many-body systems could be made by finding
a labeling scheme that adapts for the locality of interac-
tions. Another obvious open question is concerned with
the finite-size scaling depicted in Fig. 8 and the entan-
glement scaling depicted in Fig. 9, which currently have
essentially the status of an empirical observation. We
expect it to be a fruitful endeavor to incorporate this in
the theoretical understanding of power-law banded ran-
dom matrices. More straightforwardly, our findings could
be extended to different types of random matrices, for
example to model open or driven quantum many-body
systems.
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